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Emerging model landscape 

• OpenAI's GPT2, ChatGPT, GPT-3, GPT3.5, GPT4.0 (language) DALL-E 2 (image), Whisper (speech) and 
SORA (video)

• Stability.ai's Stable Diffusion (image) 
• Anthropic’s Claude 10.0,2.0 and 3.0 (three different models)
• Midjourney (image) 
• Google’s Gemini, Gemini Advanced. PaLM, PaLM2, LaMDA, Minerva, UL2, and Imagen 
• (image) 
• Google/DeepMind's Chinchilla, Retro-7B, AlphaCode (language), Flamingo, 
• and Gato (multimodal) 
• Meta's LLaMa, NLLB, OPT-175B, Sparse all-MLP (language), Make-a-Video (video), and data2vec 

(multimodal) 
• Microsoft's DeepNet (language) and MetaLM (multimodal) 
• BigScience's BLOOM (language) 
• AI21 Labs' Jurassic-X (language) 



What are Prompts 
and Prompt 

Engineering?

Prompt 

Involve instructions and 
context passed to a language 

model to achieve a desired 
task 

Prompt 
Engineering

Process of designing, 
refining, and optimizing input 

prompts to guide a model 
toward producing more 
accurate outputs while 
keeping cost efficiency 



Why Prompt Engineering? 

Why learn prompt 
engineering? 

Lack of common-
sense knowledge

Does not have the 
contextual 

understanding 
sometimes

Struggle to maintain a 
consistent logical 

flow

May not fully 
comprehend the 

underlying meaning 
of the text



Anatomy of Prompts
Instruction Write a product launch email for new headphones. 

Input data This product is AI-powered and priced at $79.99.

Context The tone is friendly and exciting.

Target format Output as a JSON object with "subject" and "body" fields. 

Example "subject": "Introducing Our New AI-Powered Headphones!", "body": "We 
are thrilled to announce the launch of our new AI-powered headphones" 



Getting good results …

Using the 5W and 1H framework

• Who?
• What?
• When?
• Where?
• Why?

5W

• How?

1H



Generating Good Responses – Key 
Words

• All depends on clarifying what task we need to do
• Rephrase/Summarize
• Translate
• Clarify (Simple Steps/Step by Step)
• Troubleshoot an error by using good context
• Brainstorm ideas

• By Providing these short keywords in the prompt, 
eventually we can get good results



Generating Good 
Responses – 

Commands

• When there is a certain character limit 
for output and input in ChatGPT, we can 
use some commands to extract the 
information.
•  ROLEPLAY
•  COMPARE
•  CONTRAST
•  TRANSLATE
•  ELABORATE



General recommendations 

BE SPECIFIC ORDER MATTERS DOUBLE DOWN GIVE THE MODEL 
AN “OUT” 



Technical recommendations 

Start with clear 
instructions and 

repeat the instructions 
at the end 

Add clear syntax: 
headers, separators 

Break the task down 
Adjust parameters: 

Temperature and Top 
probabilities 



Key 
Components

Clarity and Specificity

Length and Complexity

Context Setting

Question Phrasing

Formatting

Temperature and Max Tokens

Context Length

Use of Prompts in Series

Task Specification



How Prompt Engineering Works

CREATE AN ADEQUATE 
PROMPT

ITERATE AND 
EVALUATE

CALIBRATE AND FINE-
TUNE



1. Create an adequate 
prompt
• Clarity is key. 
• Try role-playing. 
• Use constraints. 
• Avoid leading questions. 



2. Iterate and 
evaluate

• The process of refining 
prompts is iterative. 
Here's a typical 
workflow:
• Draft the initial 

prompt.
• Test the prompt.
• Evaluate the 

output.
• Refine the prompt.
• Repeat.



3. Calibrate 
and fine-tune
• Beyond refining the prompt 

itself, there's also the possibility 
of calibrating or fine-tuning the 
AI model. 
• This involves adjusting the 

model's parameters to 
better align with specific 
tasks or datasets. 

• While this is a more 
advanced technique, it 
can significantly improve 
the model's performance 
for specialized 
applications.



Examples of 
Prompt 

Engineering

Task: Translate a sentence from English to French.

Unclear Prompt: “Translate this.”

Effective Prompt: “Please translate the following English sentence 
into French: ‘How are you today?'”

Task: Summarize a news article.

Unclear Prompt: “Summarize this article.”

Effective Prompt: “Provide a concise summary of the main points in 
this news article about climate change.”

Task: Generate a creative story starting with a given sentence.

Unclear Prompt: “Continue this story.”

Effective Prompt: “Build a story around this opening sentence: ‘The 
old house at the end of the street had always been…



Techniques in prompt 
engineering

Basic techniques
• Role-playing.
• Iterative refinement.
• Feedback loops.



Techniques in 
prompt 

engineering
Advanced techniques

• Zero-shot prompting.
• Few-shot prompting/in-context learning.
• Chain-of-Thought (CoT).



Zero-shot 
prompting.



Few-shot 
prompting/in-
context 
learning



Chain-of-
Thought 
(CoT)



Advanced prompts to get better answers

The Persona Pattern

The Flipped Interaction Pattern

The Question Refinement Pattern

The Cognitive Verifier Pattern

The Reflection Pattern



The Persona Pattern
• Prompt pattern:

From now on, act as [persona]. Pay close attention 
to [details to focus on]. Provide outputs that 
[persona] would regarding the input.



The Flipped Interaction 
Pattern
• Prompt pattern:

From now on, I would like you to ask me questions 
to [do a specific task]. When you have enough 
information to [do the task], create [output you 
want].



The Question Refinement 
Pattern
• Prompt pattern:

From now on, when I ask a question, suggest a 
better version of the question to use that 
incorporates information specific to [use case] and 
ask me if I would like to use your question instead.



The Cognitive Verifier Pattern

• Prompt pattern:
When I ask you a question, generate three additional questions that would 
help you give a more accurate answer. When I have answered the three 
questions, combine the answers to produce the final answers to my original 
question.



The Reflection Pattern

• Prompt pattern:
When you provide an answer, please explain the reasoning and assumptions 
behind your response. If possible, use specific examples or evidence to support 
your answer of why [prompt topic] is the best. Moreover, please address any 
potential ambiguities or limitations in your answer, in order to provide a more 
complete and accurate response.



Opportunities and Future Directions

Model safety Future directions



Model Safety

Prompt 
Injection

Prompt 
Leaking Jailbreaking



Prompt 
Injection



Prompt 
Leaking



Jailbreaking



Future Directions

Augmented LMs

Emergent ability of LMs

Acting / Planning - Reinforcement Learning

Multimodal Prompting

Graph Prompting


